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Abstract

In a recent paper, Lee and Moharrami [13] construct a family of metrics (Xn, dn) with
|Xn| = N , such that (Xn,

√
dn) embeds into L2 with constant distortion, but embedding (Xn, dn)

into a metric of negative type requires distortion Ω̃(log
1/4N). In this paper, we build on their

analysis, and improve their result by showing an Ω̃(log
1/3N) lower bound for embedding (Xn, dn)

into a metric of negative type. Moreover, we show that this analysis is essentially tight by
constructing a map that has distortion O(log

1/3N).

This result implies a lower bound of Ω̃(log
1/3N) for the integrality gap of the relaxed ver-

sion of Goemans-Linial semidefinite program with weak triangle inequalities for Non-uniform
Sparsest Cut.

1 Introduction

Let us recall the definition of a negative-type metric. A metric (X, d) is said to be of negative-type
if there exists an embedding f : X → L2 such that ∀x, y ∈ X : d(x, y) = ‖f(x) − f(y)‖22. This is
equivalent to saying that (X,

√
d) embeds into L2 with distortion 1. By virtue of d being a metric,

for all x, y, z ∈ X, f satisfies,

‖f(x)− f(y)‖22 + ‖f(y)− f(z)‖22 ≥ ‖f(x)− f(z)‖22. (∗)

The family of inequalities(∗) is known as triangle inequalities. Let s = (v0, . . . , vk) be a sequence
of vertices, it is easy to verify that the triangle inequalities imply,

k∑
i=1

‖f(vi)− f(vi−1)‖22 ≥ ‖f(vk)− f(v0)‖22.

In fact, it is easy to see that these inequalities are equivalent to the triangle inequalities. We denote
the class of all negative type metrics as NEG.

We can relax the inequalities to require that for every sequence of vertices s = (v0, . . . , vk),

C

k∑
i=1

‖f(vi)− f(vi−1)‖22 ≥ ‖f(vk)− f(v0)‖22,
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where the constant C > 1 is independent of the sequence s. We call these inequalities weak triangle
inequalities (Sometimes, to be unambiguous, we will refer to (∗) as strong triangle inequalities). It
is easy to show that f : X → L2 satisfies weak triangle inequalities iff there is a metric (X, d) such
that f is a constant distortion embedding for (X,

√
d) into L2. We will call such metrics (X, d) as

weak negative type metrics (Ideally, we should qualify it with the constant C, but we will drop it
assuming C = O(1)).

Definition 1.1 A metric (X, d) is a called a weak negative type metric if (X,
√
d) embeds into L2

with constant distortion.

The following question was asked by James Lee[17], [[]] Can every weak negative type metric be ?
?embedded into a negative type metric with O(1) distortion?

In the interest of space, we mention only a few reasons why the above question is interesting. We
refer the interested reader to [13] for more details.

We need to recall the Sparsest Cut problem. Given a set of vertices V and two functions cap, dem :
V × V → R+, the goal is to find a cut (S, S̄) in V that minimizes the following ratio∑

x∈S,y∈S̄ cap(x, y)∑
x∈S,y∈S̄ dem(x, y)

.

Goemans and Linial independently suggested the following SDP relaxation with triangle inequalities
for Sparsest Cut.

min E
x,y∈V

[
cap(x, y) · ‖vx − vy‖22

]
subject to E

x,y∈V

[
dem(x, y) · ‖vx − vy‖22

]
= 1

‖vx − vy‖22 + ‖vy − vz‖22 ≥ ‖vx − vz‖22 ∀x, y, z ∈ V (G). (†)

The integrality gap of (†) is the minimum distortion required for embedding an N -point negative
type metric into L1 (where |V | = N). Building on the work of [3], it was shown in [2] that this gap
is at most O(

√
logN log logN) (following an earlier bound of [5]). SDP relaxations with triangle

inequalities have also resulted in improved approximation ratios for several other problems [1, 4, 10].

Interestingly, for all the above results, the weak triangle inequalities are actually sufficient. A posi-
tive answer to question 1 would have implied that the optimal value (and hence the approximation
guarantee) for (†) would change only by a constant factor if we replaced the triangle inequality
constraints by weak triangle inequalities.

A positive answer would also have simplified the task of proving a lower bound on the integrality
gap for (†) to proving a lower bound for the SDP with weak triangle inequalities (up to constants).
Generally, proving lower bounds against strong triangle inequalities seems to be significantly more
challenging than proving bounds for weak triangle inequalities[7, 6, 8, 9, 12, 11].

The above question was answered in the negative by Lee and Moharrami in [13] and a strong
quantitative lower bound was exhibited.

Theorem 1.2 [13] There is a family of weak negative type metrics (Xn, dn) with |Xn| = N such
that embedding (Xn, dn) into NEG requires distortion Ω̃(log

1/4N).

The Ω̃ notation hides a factor of log logN .
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1.1 Our Results and Contribution

In this paper, we build on the techniques of Lee and Moharrami[13] and give an improved analysis
for embedding the family of metrics constructed in their paper into NEG and prove the following
theorem.

Theorem 1.3 There is a family of weak negative type metrics (Xn, dn) with |Xn| = N such that
embedding (Xn, dn) into NEG requires distortion Ω̃(log

1/3N).

Our result implies that the integrality gap for (†) with weak triangle inequalities (instead of strong
triangle inequalities) is Ω̃(log

1/3N). We note that this lower bound was the best in the literature
until the very recent work of [16] that shows an almost tight lower bound of Ω̃(

√
log n) . Still, our

result is incomparable to [16] as they only show a lower bound for embedding a weak negative type
metric into L1 (Note that NEG does not embed isometrically into L1 [11]).

The lower bound example in [13] is a certain graph G, composed with itself several times according
to a well-defined graph product. It has been shown in [13] that the shortest path metric on the
product graph is a weak negative type metric. The core of the lower bound result is an analysis of
the distortion of an ‘efficient’ embedding of G into NEG. We give an improved analysis of such an
embedding of G to prove our result.

Moreover, we show that for the particular family of metrics constructed, the above analysis is tight
up to a factor of O(log logN).

Theorem 1.4 For the metrics (Xn, dn) from theorem 1.3, there is an embedding into NEG that
has distortion O(log

1/3N).

To construct these embeddings, we use some new and interesting ideas. In particular, we show
that the embedding composition that was introduced in [13], to construct embeddings for product
graphs, preserves strong triangle inequalities. Moreover, for the base graph G, we construct an
embedding with an optimal trade-off between efficiency and distortion.

1.2 Techniques

Our work is built on the techniques from [13]. Below, we describe some of the main ideas in the
paper.

Construction. We work with the same construction as in [13]. Here, we give a quick, informal
description of their construction.

First let us define a graph product that we will require. Given a graph G with two vertices labeled
s and t, we define G�k inductively. G�1 = G, G�(k+1) is obtained by replacing each edge in G�k

by a copy of G with s and t in place of the end points of the edge.

Let Qm the m dimensional hypercube, and let Bm, Rm be the nodes with even and odd parity,
respectively. Now construct the graph Hm as follows: We place m copies each of Bm, Rm alternat-
ingly

B(1)
m R(1)

m B(2)
m R(2)

m . . . B(m)
m R(m)

m , (1)

and add hypercube edges between adjacent pairs of layers. Furthermore, we add two vertices s and
t and connect them to the vertices of the first and the last layer respectively using paths of length
m. Denote this graph as Hm. This graph has been referred to as “string of cubes graph” in [13].
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Our final metric is the shortest path metric on H�km for some appropriate choice of k,m.

Efficiency. An important concept in the proof is the idea of efficiency [15, 13]. Consider a sequence
of points {x1, . . . , xk} along with a distance function d. We say that the sequence {xi} is ε-efficient
(with respect to d) if

k−1∑
i=1

d(xi, xi+1) ≤ (1 + ε)d(x1, xk).

Note that if d satisfies the triangle inequality, the left side is at least d(x1, xk). This notion of
efficiency can be naturally extended to a distribution over sequences.

Lee and Moharrami[13] show that if an embedding of G�k into any metric space has distortion D,
it must contain a copy of the graph G with an embedding that is ε-efficient for ε = O( 1

k logD)).
Taking k to be sufficiently large, we can assume that we have an ε-efficient embedding for ε small
enough. It then suffices to show that an efficient embedding of Hm into NEG must have high
distortion.

Strengthened Poincaré Inequality. The classical Enflo’s Poincaré inequality for the hypercube
{0, 1}m states that, given f : Qm → R, the following inequality holds:

E
x∈Qm

(f(x)− f(x̄))2 ≤ m · E
x∈Qm,k∈[m]

(f(x)− f(x⊕ ek))2,

where ek denotes the bit string with all zeros except a one in the kth position.

This inequality can be easily extended to functions f : Qm → L2 by integrating,

E
x∈Qm

‖f(x)− f(x̄)‖2 ≤ m · E
x∈Qm,k∈[m]

‖f(x)− f(x⊕ ek)‖2.

Given an efficient embedding f : Hm → NEG, we can restrict f to each copy of Qm in Hm to obtain
embeddings fi : Qm → L2. We will apply Poincaré’s inequality to F = Ei fi in order to obtain a
lower bound on the distortion of the embedding.

2 Construction

2.1 Recursive Composition

We recall the definition of the � operation from [13] which is an extension of the definition in [15]).
An s-t graph G is a graph which has two distinguished vertices s(G), t(G) ∈ V (G). We define the
length of an s-t graph G as len(G) = dG(s, t). Throughout the paper, we will only be concerned
with symmetric s-t graphs, i.e. graphs for which there is an automorphism which maps s to t. We
assume that all s-t graphs are symmetric in the following definitions. A marked graph G = (V,E)
is one which carries an additional subset EM (G) ⊆ E of marked edges. Every graph is assumed to
be equipped with the trivial marking EM (G) = E(G) unless a marking is otherwise specified.

Definition 2.1 (Composition of s-t graphs) Given two marked s-t graphs H and G, define
H �G to be the s-t graph obtained by replacing each marked edge (u, v) ∈ EM (H) by a copy of G.
Formally,

• V (H �G) = V (H) ∪ (EM (H)× (V (G) \ {s(G), t(G)})) .

• For every edge (u, v) ∈ E(H) \ EM (H), there is a corresponding edge in H �G.
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• For every edge e = (u, v) ∈ EM (H), there are |E(G)| edges,{(
(e, v1), (e, v2)

)
| (v1, v2) ∈ E(G) and v1, v2 /∈ {s(G), t(G)}

}
∪{(

u, (e, w)
)
| (s(G), w) ∈ E(G)

}
∪
{(

(e, w), v
)
| (w, t(G)) ∈ E(G)

}
• Of all the edges introduced in the previous step, the ones corresponding to marked edges in G

are precisely the marked edges in H �G.

• s(H �G) = s(H) and t(H �G) = t(H).

If H and G are equipped with length functions lenH , lenG, respectively, we define len = lenH�G as
follows. Using the preceding notation, for every edge e = (u, v) ∈ EM (H),

len ((e, v1), (e, v2)) =
lenH(e)

dlenG(s(G), t(G))
lenG(v1, v2)

len (u, (e, w)) =
lenH(e)

dlenG(s(G), t(G))
lenG(s(G), w)

len ((e, w), v) =
lenH(e)

dlenG(s(G), t(G))
lenG(w, t(G)).

This choice implies that H �G contains an isometric copy of (V (H), dlenH ).

Definition 2.2 (Recursive composition) For a marked s-t graph G and a number k ∈ N, we
define G�k inductively by letting G�0 be a single edge of unit length, and setting G�k = G�k−1�G.

The following result is straightforward.

Lemma 2.3 (Associativity of �) For any three graphs A,B,C, we have (A � B) � C = A �
(B � C), both graph-theoretically and as metric spaces.

Definition 2.4 (Copy of a graph) For two graphs G, H, a subset of vertices X ⊆ V (H) is said
to be a copy of G if there exists a bijection f : V (G)→ X with distortion 1, i.e. dH(f(u), f(v)) =
C · dG(u, v) for some constant C > 0.

Now we make the following two simple observations about copies of H and G in H �G.

Observation 2.5 The graph H�G contains |EM (H)| copies of the graph G, one copy correspond-
ing to each marked edge in H.

Observation 2.6 The subset of vertices V (H) ⊆ V (H �G) form an isometric copy of H.

Let G be an s-t graph G, (X, d) a metric space, and consider a mapping f : V (G)→ X. Let Ps,t(G)
be the set of all s-t shortest-paths in G and let µ be a measure on Ps,t = Ps,t(G). We say that f
is ε-efficient with respect to µ if it satisfies

E
γ∼µ

∑
uv∈γ

d(f(u), f(v)) ≤ (1 + ε) d(f(s), f(t)).
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For a marked s-t graph G, we define its marked length by

lenM (G) = min
γ∈Ps,t

∑
uv∈γ:(u,v)∈EM (G)

lenG(u, v).

Now we present, the coarse differentiation theorem that we need from [13]. A proof is available in
the conference version[14].

Theorem 2.7 [13] Let G be a marked s-t graph. Then for any D ≥ 1 and ε ≥ 2D
(

1− lenM (G)
len(G)

)
,

there exists a k = O(1
ε logD) such that the following holds. For every metric space (X, d), distri-

bution µ on s-t shortest paths and a mapping f : V (G�k) → X with distortion D, there exists a
copy of G in G�k such that f |G is ε-efficient with respect to µ.

2.2 Graph construction

The construction is identical to the one in [13]. We will refer to the graphs Hm described in Section
1.2. We use [Qm]i to denote the ith copy of Qm in Hm, and for a vertex x ∈ V (Qm), we use [x]i to
denote the copy of x in [Qm]i. For a directed edge ~e = (u, v), we define f(~e) = f(u)− f(v).

For m ∈ N, we define the graph Im as follows. We begin with a copy of Hm where all the edges are
marked. Then, we relabel the vertices s and t in Hm as s′ and t′. Next, we add two distinguished
vertices s and t and connect s to s′ and t to t′ by an edge of length m−2. These new edges are
unmarked. Finally we replace each path between s′ and [Qm]1, and t′ and [Qm]m with an edge of
length m.

We construct Îm from Im by replacing each marked edge e ∈ EM (Im) with a path of length
τm2len(e), all of whose edges are marked, and have length 1

τm2 , where τ ∈ N is a universal constant.

Our final construction is of the form Î�km for appropriate choices of m, k ∈ N. We equip these graphs
with the shortest-path metric, which we denote dm,k. In [13] the following theorem was proved.

Theorem 2.8 [13] There exists a map f : (Î�km ,
√
dm,k)→ L2, such that dist(f) � 1.

This theorem was proved by taking an embedding of the base graph, Îm, into L2 with constant
distortion and reducing the distance between all pairs of vertices except for the distance between s
and t. Formally, they defined f δ, the δ-contraction of the map f , to be

f δ(v) = δf(v) + (1− δ)(f(v)− f(s)) · (f(t)− f(s))

‖f(t)− f(s)‖2
(f(t)− f(s)).

It was shown that, for some constant δ, the mapping f δ is efficient and has constant distortion.
They used this embedding of the base graph and constructed an embedding for the whole graph
that satisfies weak triangle inequalities.

In this paper, we take an efficient embedding of the base graph and combine it with another
embedding that has low distortion to construct an embedding that has both low distortion and low
efficiency (Theorem 2.10). Then, we show that the recursive composition of embeddings into L2

that was introduced in [13] preserves the strong triangle inequalities to prove Theorem 2.9.

Theorem 2.9 For m ≥ 1 and some k = O(
√
m logm), any embedding of Î�km into NEG requires

distortion Ω̃(log
1/3N), where N = |V (Î�km )| = 2O(mk).

Theorem 2.10 There exists a map f : Î�km → NEG, such that dist(f) . min(k,
√
m)

. log
1/3N , where N = |V (Î�km )| = 2O(mk).
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3 Lower bound for NEG embedding

We will use Theorem 2.7 to reduce our task to proving lower bounds on efficient embeddings. Let
µm be the uniform measure over s-t shortest paths in Hm of the form

(s, . . . , [x]1, [x⊕ ek]1, [x]2, [x⊕ ek]2, . . . , [x]m, [x⊕ ek]m, . . . , t),

where k ∈ {1, 2, . . . ,m} and x ∈ Qm are chosen uniformly at random.

As in [13], we intend to apply Enflo’s Poincaré inequality to the average of the embeddings for
Qm obtained by restricting our embedding for Hm to [Qm]o. Thus, we need to upper bound
the average squared length of the edges and lower bound the average squared distance between
anti-podal points, in the average embedding.

The following lemma, proved in [13], lower bounds the correlation between the embeddings for
anti-podal points. A proof has been included in the Appendix for completeness (Section A.1).

Lemma 3.1 [13] For any non-expanding map f : V (Hm) → NEG with distortion at most D and
i, j ∈ [m] such that |i− j| ≤ m

8D ,

〈f([x]i)− f([x̄]i), f([x]j)− f([x̄]j)〉 ≥
m

2D
.

The next lemma upper bounds the average correlation between the embeddings for edges of Qm.
This lemma is at the heart of the distortion lower bound and improves on a similar lemma from
[13]. We defer the proof to the Appendix (Section A.1).

Lemma 3.2 For any ε-efficient non-expanding map f : V (Hm)→ NEG, and for any l ≤ m
2 , there

exists an index p ∈ [m] such that:

E
~e∈E(Qm)

E
i,j∈[p,p+l−1]

〈f([~e]i), f([~e]j)〉 = O
(
l−1 + ε

)
.

Assuming the two lemmas above, we can now prove that an efficient embedding of Hm has high
distortion.

Lemma 3.3 There is some δ > 0 such that every δ√
m

-efficient embedding of Hm into NEG has

distortion Ωδ(m
1/2).

Proof: Let l =
⌊
m
8D

⌋
in Lemma 3.2 above and use the index p to define F (x) = Ei∈[p,p+l−1] fi(x).

Thus, we get

E
~e∈E(Qm)

‖F (~e)‖2 = O

(
D

m
+ ε

)
.

From Lemma 3.1, we get ∀i, j ∈ [p, p + l − 1], 〈fi(x)− fi(x̄), fj(x)− fj(x̄)〉 ≥ m
2D . Averaging this

over i, j and x, we get

E
x∈V (Qm)

‖F (x)− F (x̄)‖2 ≥ m

2D
.

Now we can use the strengthened Poincaré’s inequality for the cube that states that Ex∈V (Qm) ‖F (x)−
F (x̄)‖2 ≤ mE~e∈E(Qm) ‖F (~e)‖2. Plugging in, we get m

D . m ·
(
D
m + ε

)
.

This implies that for some ε = δ√
m

, we must have D = Ωδ(
√
m).
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Since an efficient embedding of Hm (and hence Îm) must have high distortion, we can now use
Theorem 2.7 in order to conclude that any embedding of Î�km must have high distortion.

Theorem 3.4 For m ≥ 1 and some k = Θ(
√
m logm), any embedding of Î�km into NEG requires

distortion Ω̃(log
1/3N) where N = |V (Î�km )| = 2O(mk).

Proof: First, suppose f : Î�km → NEG has distortion at most
√
m. By Theorem 2.7, there

must exist a copy of Îm, which is δ
2
√
m

-efficient with respect to µm (we pick k = Θ(
√
m logm)

appropriately). Since Îm contains an isometric copy of Hm, we can further restrict this map to
obtain an embedding of Hm into NEG. It is easy to verify that the map f |Hm is δ√

m
-efficient.

By Lemma 3.2, this embedding must have distortion Ω(
√
m). Also, logN = O(m3/2 logm) and

hence f has distortion at least Ω(
√
m) = Ω

(
log

1/3N
log logN

)
.

4 Upper Bound for Distortion

We refer to the exact construction of the graph as defined in Section 2.2. We present two differ-
ent embeddings of the base graph, where one of them has low distortion with constant efficiency
from [13], and the other one is efficient but has high distortion. Later we combine these two em-
beddings to obtain an embedding obtain a trade-off between efficiency and distortion. We use the
�-composition from [13] to construct an embedding for the iterated graph based on the embed-
ding of Îm. We show that if the embedding for the base graph satisfies strong triangle inequalities
then the embedding for the iterated graph also satisfies strong triangle inequalities. Finally, we
prove a bound on the total distortion of the resulting embedding. Our main contributions in this
section are 1) proving that the composition preserves strong triangle inequalities, 2) constructing
an embedding with high efficiency and distortion O(

√
m) for the base graph, and 3) combining

this embedding with the embedding from [13] to obtain an embedding for the base graph with the
optimal trade-off between efficiency and distortion. For completeness, we repeat some of the proofs
and definitions from [13].

In the rest of this section, we often work with Im instead of directly working with Îm.

4.1 Embedding of the Base Graph into L1

In this section we borrow the definition of f̂ and extension to subdivision from [13]. We start by
presenting one of the tools that we use to embed Îm into L1.

Randomly extending to a subdivision. Let G be a metric graph, and for h ∈ N, let Gh denote
the metric graph where every edge e ∈ E(G) is replaced by a path of h edges, each of length
len(e)/h. Orient each e ∈ E(G), and denote the new path between the endpoint of e = (u, v) by
{u = Pe(0), Pe(1), . . . , Pe(h) = v}.
Given any subset S ⊆ V (G), we define a random subset exth(S) ⊆ V (Gh) as follows. Let {Xe}e∈E(G)

be a family of i.i.d. uniform [0, 1] random variables, and put

exth(S) = S ∪
⋃

(u,v)∈E(G)

{
Pe(i) : Xe ≤

h− i
h

1S(u) +
i

h
1S(v)

}
.
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It is easy to check that the distribution of ext(S) does not depend on the orientation chosen for the
edges of G. The preceding operation corresponds to taking a cut S ⊆ V (G) in the original graph,
and extending it to Gh in the following way: For every edge (u, v) ∈ E(G) that is cut by S, we cut
the new path from u to v in Gh uniformly at random.

Now, given a cut measure µ, we define the extension Ehµ to be the cut measure on Gh defined by

Eh(µ)(S) = µ(S ∩ V (G)) ·Pr(S = exth(S ∩ V (G))),

for every subset S ⊆ V (Gh). By abuse of notation, given a mapping f : V (G) → L1, we will use
Ehf : V (G)→ L1 to denote the mapping which arises from constructing a cut measure µf from f ,
applying Eh, and then passing back to an L1-valued mapping.

Lemma 4.1 [13] For any graph G and h ∈ N, the following holds. For every f : V (G) → L1, we
have

dist(Esf) ≤ 5 · dist(f).

A proof has been provided in the Appendix (Section A.2).

We continue by defining a cut measure µm on Hm, which is the sum of the following three measures.

µver: These cuts are the only cuts that separate s from t. For any 0 ≤ k < 4m−1, we assign weight
1
2 to the cut

S = {v : v ∈ V (Hm), dHm(s, v) ≤ (k + 1) +m−2}.

We also put weight m−2 on the cuts {s} and {t}.

µhor: These cuts are the hypercube cuts and they do not separate s from t. For any integer
1 ≤ k ≤ m and b ∈ {0, 1}, we put weight 1

4 on the cut

S =
{

[x]i : x ∈ {0, 1}m, xk = b, i ∈ [m]
}
.

µst: The cut measure puts weight m
4 on the single cut {s, t, s′, t′}.

One can easily verify that for every edge (u, v) ∈ E(Hm), we have

len(u, v) = dµver(u, v) + dµhor(u, v) + dst(u, v) . (2)

Let fm : V (Hm)→ L1 be the embedding corresponding to the cut measure µver + µhor + µst.

Let h = τm3, and put G = (Hm)h. Since Ĥm is isometric to a subset of G, we can be prove the
statement of the lemma for G. Letting f̂m : V (G)→ L1 be defined by f̂m = Ehfm.

Lemma 4.2 [13] The map f̂m has constant distortion.

Efficient embedding of Îm into L1. First we define ηm the corresponding cut measure for
efficient embedding of Im as follows. Recall that, V (Qm) = Bm ∪ Rm, where Bm and Rm denote
the nodes of even and odd parity, respectively. Then Qm is bipartite with respect to the partition
(Bm, Rm). Hm is the graph which consists of 2m layers of the form (1). For every c ∈ Qm and
k ∈ {−m+ 1,−m+ 2, . . . ,m}, there exists a cut

(
Sc,k, Sc,k

)
of weight m

2 ·
1

2m·2m , where

Sc,k ={[x]i|dQm(x, c)− 2i ≤ k, x ∈ Bm, i ∈ [m]}
∪ {[x]i|dQm(x, c)− 2i− 1 ≤ k, x ∈ Rm, i ∈ [m]} ∪ {t, t′}.
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Let G be the graph obtained by subdividing each edge of Im into τm3 edges. The metric (G, lenG)
contains an isometric copy of (Îm, lenÎm

). We define η̂m to be the restriction of Eτm3ηm to vertices

of Îm.

Furthermore, we define gm : Im → L1 the map corresponding to ηm + µver and ĝm : Im → L1 as
the map corresponding to η̂m + µ̂ver. Letting ĝm : V (G)→ L1 be defined by ĝm = Ehfm. Let γ be
a shortest path between s and t, all the cuts in η̂m and µ̂ver cut every shortest path between s and
t exactly once, hence ∑

uv∈γ
‖ĝm(u)− ĝm(v)‖1 ≤ ‖ĝm(s)− ĝm(t)‖.

The next lemma bounds the distortion for ĝm. Its proof has been included in the Appendix (Section
A.2).

Lemma 4.3 The map ĝm is non-expanding and has distortion O(
√
m).

All the edges between two consecutive layers in the image of ĝm have exactly the same length,
and the mapping is non-expanding. We construct ĝ′m from ĝm by adding the cuts of the form
S = {v : v ∈ V (Im), lenIm(s, v) ≤ (k + 1)} with appropriate weights to make the length of each
edge e ∈ E(Îm) in the image of g′ exactly lenÎm(e). The map ĝ′m is non-expanding and for any

two vertices in Îm their distance has increased compared to ĝ, therefore distortion of ĝ′ is at most
O(
√
m).

4.2 Embedding Composition

In this section we first present a composition of embeddings which is equivalent to the composi-
tion that was defined in [13]. This composition is used to construct an embedding for G�k from
embedding of the graph G. We show that this composition preserves strong triangle inequalities.

Projection. For a point x ∈ Rn, and a subspace s ∈ Rn, projs(x) is the orthogonal projection of
x onto s. Abusing the notation, for a line segment (y, z) ∈ Rn, we define

proj(y,z)(x) = y +
(x− y) · (z − y)

‖z − y‖22
(z − y).

The point proj(y,z)(x) is the orthogonal projection of x on the line that passes through y and z.

Composition of s-t maps. Two-sum of maps. For two graphs G = (V,E) and H = (W,F ),
the 2-sum of G and H is constructed by first taking the disjoint union of V (G) and V (H), and
then choosing edges ~e1 ∈ ~E and ~e2 ∈ ~F , identifying them, together with their endpoints. Let I be
the 2-sum of G and H over ~e1 = (u1, v1) and ~e2 = (u2, v2). Furthermore, suppose fG : V (G)→ Rn
and fH : V (H) → Rm and ‖fG(~e1)‖2 = ‖fH(~e2)‖2. We define two sum of maps fG and fH ,
f : V (I)→ R× Rn × Rm, as follows,

f(x) =



(0, 0, 0) if x = u1

(‖fG(~e1)‖2, 0, 0) if x = v1

(‖fG(u1)− projs1(fG(x))‖2, fG(x)− projs1(fG(x)), 0)
if x ∈ V (G)\{u1, v1},where s1 = (fG(u1), fG(v1)),

(‖fH(u2)− projs2(fH(x))‖2, 0, fH(x)− projs2(fH(x)))
if x ∈ V (H)\{u2, v2},where s2 = (fH(u2), fH(v2)).
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�-embedding. Let G and H be two s-t graphs, equipped with maps fG : V (G) → L2 and
fH : V (H) → L2. We construct fG�H : V (G � H) → L2 by applying the 2-sum composition on
scaled copies of fH for all edges in EM (G).

This construction is obtained by scaling (by the factor ‖(fG(vi)−fG(ui)‖2
‖(fH(t)−fH(s)‖2 ), changing the basis for map

fH to a disjoint basis except for fH(s) and fH(t), and then translating it to attach on edge (ui, vi).

Observation 4.4 Let x, y ∈ G�H be on two distinct copies of H on edges (ux, vx) and (uy, vy).
Furthermore let sx = (fG�H(ux), fG�H(vx)) and sy = (fG�H(uy), fG�H(vy)), then

‖fG�H(x)− fG�H(y))‖22 = ‖projsy(fG�H(y))− projsx(fG�H(x))‖22
+‖fG�H(x)− projsx(fG�H(x))‖22 + ‖fG�H(y)− projsy(fG�H(y))‖22.

Lemma 4.5 [13] Let G, H and I be three marked s-t graphs. Let x, y ∈ G � H � I, and let
fG : G → L2, fH : H → L2 and fI : I → L2 be the maps from these graphs to L2, then
f(G�H)�I ∼ fG�(H�I) up to translation and change of basis.

We prove that the �-composition preserves triangle inequalities. We defer the proof of the theorem
to the Appendix (Section A.3).

Theorem 4.6 Let G and H be two graphs and suppose that f is the two-sum of the maps g : G→
NEG and h : H → NEG on the edges ~e1 = (u1, v1) and ~e2 = (u2, v2), then image of f is also a
negative type metric.

By using the �-composition we can construct an embedding for G�k based on f : V (G)→ L2.The
map αf̂m ⊕ (1− α)ĝ′m is O(α)-efficient, and has distortion min(1/α,

√
m). Every L1 metric is also

a NEG metric. We construct the map fm,k : Î�km → NEG using �-embedding of this map, with
α = 1

k .

Using Theorem 4.6, it follows that the resulting embedding is in NEG.

Distortion Bound We defer the analysis of the distortion of the embedding constructed above
to the Appendix (Section A.4).
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A Proofs

A.1 Lower bound for NEG embedding

Lemma A.1 (Lemma 3.4 in [13]) For i, j ∈ [m] and a non-expanding embedding f : V (Hm)→
NEG with distortion at most D,

〈f([x]i)− f([x̄]i), f([x]j)− f([x̄]j)〉 ≥
m

D
− 4|i− j|.

Proof: We have,

〈f([x]i)− f([x̄]i), f([x]j)− f([x̄]j)〉 =
1

2
(‖f([x]i)− f([x̄]i)‖2 + ‖f([x]j)− f([x̄]j)‖2

−‖f([x]i)− f([x̄]i)− (f([x]j)− f([x̄]j))‖2)

≥ 1

2

(m
D

+
m

D
− ‖f([x]i)− f([x̄]i)− (f([x]j)− f([x̄]j))‖2

)
=

m

D
− 1

2
‖f([x]i)− f([x]j) + (f([x̄]j)− f([x̄]i))‖2

≥ m

D
− ‖f([x]i)− f([x]j)‖2 − ‖f([x̄]j)− f([x̄]i)‖2

≥ m

D
− 4|i− j|.

where the first inequality follows because f has distortion D and the last one follows because f is
non-expanding.

An immediate corollary of the above lemma is Lemma 3.1, which has been restated below.

Lemma A.2 ([13], Lemma 3.1 restated) For any non-expanding map f : V (Hm)→ NEG with
distortion at most D and i, j ∈ [m] such that |i− j| ≤ m

8D ,

〈f([x]i)− f([x̄]i), f([x]j)− f([x̄]j)〉 ≥
m

2D
.

Lemma A.3 (Lemma 3.2 restated) For any ε-efficient non-expanding map f : V (Hm)→ NEG,
and for any l ≤ m

2 , there exists an index p ∈ [m] such that:

E
~e∈E(Qm)

E
i,j∈[p,p+l−1]

〈f([~e]i), f([~e]j)〉 = O
(
l−1 + ε

)
.

Proof: Fix x ∈ Qm and k ∈ [m]. Consider a path [x]i, [x ⊕ ek]i, [x]i+1, . . . , [x]j , and let ~e =
(x, x⊕ ek), f([~e]i) = f([x⊕ ek]i)− f([x]i). We have the following,

‖f([x]i)− f([x]j)‖2 = ‖f([x]i)− f([x⊕ ek]i)‖2 + ‖f([x⊕ ek]i)− f([x]j)‖2

+2 〈f([x]i)− f([x⊕ ek]i), f([x⊕ ek]i)− f([x]j)〉
≤ ‖f([x]i)− f([x⊕ ek]i)‖2 + ‖f([x⊕ ek]i)− f([x]j)‖2

−2 〈f([x⊕ ek]i)− f([x]i), f([x⊕ ek]j)− f([x]j)〉
≤ ‖f([x]i)− f([x⊕ ek]i)‖2 + ‖f([x⊕ ek]i)− f([x]i+1)‖2

+‖f([x]i+1)− f([x]j)‖2 − 2 〈f([~e]i), f([~e]j)〉 .
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where both the inequalities follow from triangle inequality. For a fixed j, we obtain the following
inequality by induction,

‖f([x]p)− f([x]j)‖2 ≤
j−1∑
i=p

(
‖f([x]i)− f([x⊕ ek]i)‖2 + ‖f([x⊕ ek]i)− f([x]i+1)‖2

−2 〈f([~e]i), f([~e]j)〉) .

A similar calculation yields the following inequality,

‖f([x⊕ ek]j)− f([x⊕ ek]p+l−1)‖2 ≤
p+l−1∑
i=j+1

(‖f([x⊕ ek]i−1)− f([x]i)‖2

+‖f([x]i)− f([x⊕ ek]i)‖2 − 2 〈f([~e]i), f([~e]j)〉).

Using both inequalities, we get

‖f([x]p)− f([x⊕ ek]p+l−1)‖2 ≤ ‖f([x]p)− f([x]j)‖2 + ‖f([x]j)− f([x⊕ ek]j)‖2

+‖f([x⊕ ek]j)− f([x⊕ ek]p+l−1)‖2

≤
p+l−1∑
i=p

‖f([x]i)− f([x⊕ ek]i)‖2 +

p+l−2∑
i=p

‖f([x⊕ ek]i)− f([x]i+1)‖2

−2

p+l−1∑
i=p,i 6=j

〈f([~e]i), f([~e]j)〉). (3)

We partition the vertices of Hm into
⌈
m
l

⌉
blocks, each of which consists of at most l consecutive

hypercubes. Thus the starting indices for these blocks would be P = {1, l + 1, 2l + 1, . . . , l
⌈
m
l

⌉
−

2l + 1}. Note that we ignore the last block which may contain fewer than l hypercubes. For the
sake of brevity, let r = l

⌈
m
l

⌉
− 2l + 1.

Now, for an s-t shortest path from µm, we consider the expression ‖f(s)− f(t)‖2 and use triangle
inequality to obtain a sum over terms ‖f([x]p)− f([x⊕ ek]p+l−1)‖2.

‖f(s)− f(t)‖2 ≤ ‖f(s)− f([x]1)‖2 +
∑
p∈P
‖f([x]p)− f([x⊕ ek]p+l−1)‖2

+
∑
p∈P
‖f([x⊕ ek]p+l−1)− f([x]p+l)‖2 + ‖f([x⊕ ek]r−1)− f(t)‖2.

We use the Inequality (3) to bound
∑

p∈P ‖f([x]p)− f([x⊕ ek]p+l−1)‖2. By averaging over all such
shortest paths from µm, and using the ε-efficiency condition, we obtain the following inequality,

E
γ∼µm

‖f(s)− f(t)‖2 ≤ (1 + ε) E
γ∼µm

‖f(s)− f(t)‖2

− 2
∑
p∈P

E
~e∈ ~E(Qm)

p+l−1∑
i=p,i 6=p+j

〈f([~e]i), f([~e]p+j)〉 .

Since the embedding is non-expanding, this implies,

∑
p∈P

E
~e∈ ~E(Qm)

p+l−1∑
i=p:i 6=p+j

〈f([~e]i), f([~e]p+j)〉 ≤ εm.
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Thus, for l ≤ m
2 , there exists a p ∈ P such that

E
~e∈ ~E(Qm)

p+l−1∑
i=p,i 6=p+j

〈f([~e]i), f([~e]p+j)〉 ≤
εm⌈

m
l

⌉
− 1
≤ 2εl.

The embedding is non-expanding, therefore 〈f [~e]i, f [~e]i〉 ≤ 1. Adding the terms for i = j, we obtain

E
~e∈ ~E(Qm)

E
i,j∈[p,p+l−1]

〈f([~e]i), f([~e]j)〉 ≤ 2l−1 + 2ε.

A.2 Embedding the base graph

Lemma A.4 (Lemma 4.1) Suppose that G is graph. For any non-expanding map f : V (G) →
L1, we have

dist(Esf) ≤ 5 · dist(f).

Proof: We first verify that Esf is non-expanding. If u and v ∈ P(x,y) of G, then

‖Esf(u)− Esf(v)‖1 = ‖f(x)− f(y)‖1
dG(u, v)

dG(x, y)
≥ dist(f)dG(u, v),

where P(x,y) is the path on the edge (x, y). Now, we consider the case that u and v are on different
edges of G. Let u′ and v′ be the closest vertices of G to u and v, respectively. We have,

1

2
‖Esf(u)− Esf(v)‖1 ≥

1

2

(
‖Esf(u′)− Esf(v′)‖1 − ‖Esf(u)− Esf(u′)‖1

−‖Esf(v)− Esf(v′)‖1
)
.

On the other hand,

2‖Esf(u)− Esf(v)‖1 ≥‖Esf(u)− Esf(u′)‖1 + ‖Esf(v)− Esf(v′)‖1
≥dist(f)

(
d(u′, u) + d(v, v′)

)
,

hence,

5

2
‖f(u)− f(v)‖1 ≥

1

2
(‖Esf(u′)− Esf(v′)‖1 + ‖Esf(u)− Esf(u′)‖1

+ ‖Esf(v)− Esf(v′)‖1)

≥dist(f)

2

(
dG(u, u′) + dG(u′, v′) + dG(v′, v)

)
≥ dist(f)

2
dG(u, v).

Lemma A.5 (Lemma 4.3 restated,[13]) The map ĝm is non-expanding and has distortion O(
√
m).
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Proof: We first bound the distortion of gm, and then use Lemma 4.1 to bound dist(ĝm).

To show that gm is non-expanding, it is enough to show that the map is non-expanding on all of
the edges. For any given edge (u, v) ∈ E(Im), we have dµver(u, v) ≤ 1

2 lenIm(u, v). For all the vertices
v in the first layer PrS∈ηm [1S(v) 6= 1S(s)] ≤ 1

4 , hence

dηm(s′, v) + dµver(s
′, v) =

1

4
(
m

2
) +

m

2
≤ m.

The same analysis would give the same bound for the distance between the last layer and t′. For
edges between s and s′, and between t and t′ we have

dηm(t′, t) + dµver(t
′, t) = dηm(s′, s) + dµver(s

′, s) =
1

m2
.

For all other edges let u be at layer i and v be at layer i+1. Any set Sc,k that contain u also contains
v. The only cuts that can separate u from v in ηm are the cuts such that i−k ≤ dQm(v, c) ≤ i−k+1.
The total weight of these cuts is at most 2

2m(m2 ) ≤ 1
2 , therefore

dηm(u, v) + dµver(u, v) ≤ 1

2
+

1

2
.

Now, we have to bound the contraction of pairs. We can lower bound the distance between any

vertex x ∈ Im and s by
dm,1(x,s)

2 , using only µver. Similarly we can bound the distance from s′, t′,
and t to other vertices. For all other vertices [x]i and [y]j . Without loss of generality assume that
x is in layer i′ and y is in layer j′, where i′ ≤ j′. We have

dm,1([x]i, [y]j) ≤ 2 ·max(|i− j|, dQm(x, y))

≤ 2 · (|i− j|+ dQm(x, y))

≤
(

4dµver([x]i, [y]j) + dQm(x, y)
)

Now, we only need to bound dQm(x, y) by dηm([x]i, [y]j) to bound the total distortion.

dηm([x]i, [y]j) ≥
∑

Sc,k∈ηm:[y]j∈Sc,k,[x]i /∈Sc,k

m

2
· 1

2m · 2m

≥
∑
c∈Qm

∑
dQm (c,x)−i′≥k,
dQm (c,y)−j′≤k

1

4 · 2m

≥
∑
c∈Qm

max(0, dQm(c, y)− dQmd(c, x)) · 1

4 · 2m

=
1

2
Ec∈Qm

[
|dQm(c, y)− dQmd(c, x)|

4

]
= Θ(

√
m)
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A.3 Embedding Composition

Theorem A.6 (Theorem 4.6 restated) Let G and H be two graphs and suppose that f is the
two-sum of the maps g : G→ NEG and h : H → NEG on the edges ~e1 = (u1, v1) and ~e2 = (u2, v2),
then image of f is also a negative type metric.

Before we prove this lemma we prove the following simple geometric lemma,

Lemma A.7 Let x0, x1, y, and z be four points in Rn such that ‖x0−y‖22+‖x0−z‖22−‖y−z‖22 ≥ 0
and ‖x1 − y‖22 + ‖x1 − z‖22 − ‖y − z‖22 ≥ 0. We define xα as α(x1) + (1− α)x0. For 0 ≤ α ≤ 1, we
have:

(xα − y)(xα − z) + α(1− α)(x0 − x1)2 ≥ 0.

Proof: Let f(α) = (xα − y)(xα − z) + α(1− α)(x0 − x1)2. We have that f(0) and f(1) are both
non-negative. To prove this Lemma we show that f is a linear function and it assumes its minimum
on one of the end points.

f(α) = 〈xα − y, xα − z〉+ α(1− α)‖x0 − x1‖22
= 〈x0 + α(x1 − x0)− y, x0 + α(x1 − x0)− z〉+ α(1− α)‖x0 − x1‖22
= C + 2α 〈x0, x1 − x0〉+ ‖α(x1 − x0)‖22 − 〈y + z, α(x1 − x0)〉

+α(1− α)‖x0 − x1‖22
= C + 2α 〈x0, x1 − x0〉 − 〈y + z, α(x1 − x0)〉+ α‖x0 − x1‖22.

Note that, in the above equation C is the constant part of the function that does not depend on
α.

Proof: [Proof of Theorem A.6] We have to show that for all possible values of x, y and z in domain
of f the inequality

‖f(x)− f(z)‖22 + ‖f(z)− f(y)‖22 ≥ ‖f(x)− f(z)‖22
holds. Instead of proving this inequality, we prove the following equivalent inequality,

〈f(x)− f(y), f(z)− f(y)〉 ≥ 0.

Without loss of generality assume that y ∈ V (G). If both x, y ∈ V (G), then since the two-sum
operation does not change the distances between pairs in V (G) the inequality holds. If one of
x ∈ V (G) and z ∈ V (H) we have,

〈f(x)− f(y), f(z)− f(y)〉 =
〈
f(x)− f(y), proj(f(u2),f(v2))(f(z))− f(y)

〉
.

We can write proj(f(u2),f(v2))(f(z)) as αf(u2) + (1− α)f(v2) for some α ∈ [0, 1]. Therefore,

〈f(x)− f(y), f(z)− f(y)〉 = 〈f(x)− f(y), αf(u2) + (1− α)f(v2)〉
= (f(x)− f(y)) · (αf(u1) + (1− α)f(v1)− f(y))

= 〈f(x)− f(y), αf(u1) + (1− α)f(v1)− f(y)〉
= α 〈f(x)− f(y), f(u1)− f(y)〉

+(1− α) 〈f(x)− f(y), f(v1)− f(y)〉
≥ 0.
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Finally, we consider the case where x, z ∈ V (H). Let y′ = proj(f(u1),f(v1))(y),

〈f(x)− f(y), f(z)− f(y)〉 =
〈
f(x)− (f(y)− y′)− y′, f(z)− (f(y)− y′)− y′

〉
=

〈
f(x)− y′, f(z)− y′

〉
+ ‖f(y)− y′‖22,

where the second equality holds because〈
f(y)− y′, f(z)− y′

〉
=
〈
f(y)− y′, f(x)− y′

〉
= 0.

By Lemma A.7 〈
f(x)− y′, f(z)− y′

〉
≥
〈
f(u1)− y′, f(v1)− y′

〉
.

On the other hand, the inequality 〈f(v1)− f(y), f(u1)− f(y)〉 ≥ 0 holds, thus

‖(f(y)− y′)‖22 ≥
〈
f(u1)− y′, y′ − f(v1)

〉
.

Hence,

〈f(x)− f(y), f(z)− f(y)〉 =
〈
f(x)− y′, f(z)− y′

〉
+ ‖f(y)− y′‖22

≥
〈
f(v1)− y′, f(u1)− y′

〉
+ ‖f(y)− y′‖22

≥ 0.

A.4 Distortion Bound

Theorem A.8 (Theorem 2.10 restated) There exists a map f : Î�km → NEG, such that dist(f) .
min(k,

√
m).

As a corollary of this theorem is that for every k, there exists an embedding of Î�km into negative
type metrics with distortion at most O(log

1/3 n), where n is the number of vertices in the graph.

Before we prove Theorem A.8, we need to prove Lemma A.9. Using this lemma we only need to go
back to the common ancestor of two vertices in the analysis, we can bound the expansion of the
map.

Lemma A.9 For any edge ~e ∈ ~EM (Î�km ), we have lenÎm(e) � ‖fm,k(~e)‖22.

After finding the common ancestor we divide a path in Î�km into three parts. The two parts that
are not part of the common ancestor are bounded using Lemma A.10. The other part is completely
inside the common ancestor. We bound this part by distortion bound on a single copy of Îm and
the bounds obtained for the other two parts.

Lemma A.10 Let x, y, z ∈ Rn such that square of their distances satisfy triangle inequality. then,

min(‖x− z‖22, ‖y − z‖22) � ‖z − proj(x,y)(z)‖22.
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fm,k(vx)

fm,k(x)

fm,k(ux)
fm,k(uy)

fm,k(y)

projsy
(fm,k(y))

fm,k(vy)

projsx
(fm,k(x))

Figure 1: We bound ‖fm,k(x) − projsx(fm,k(x))‖2, ‖projsy(fm,k(y)) − fm,k(x)‖2, and ‖fm,k(x) −
fm,k(y)‖2 separately.

Proof: [Proof of Theorem A.8]

First, we prove this Theorem for the case that one of the vertices is s. Let ux be the closest vertex
to x in G. We have,

dm,k(x, s) � dm,k(ux, s) & min(k,
√
m)‖fm,k(ux)− fm,k(s)‖22

� min(k,
√
m)‖fm,k(x)− fm,k(s)‖22. (4)

Now, we bound the contraction of fm,k. For vertices x, y ∈ Î�km , Lemma A.9 shows that the com-

mon ancestor of x and y has a constant distortion. Let Îm be the common ancestor, and let x be
on the edge (ux, vx) and y on the edge (uy, vy). Suppose that lenÎ�k

m
(uy, y) ≤ lenÎ�k

m
(vy, y), and

lenÎ�k
m

(ux, x) ≤ lenÎ�k
m

(vx, x). Furthermore, let sx = (fm,k(ux), fm,k(vx)), and sy = (fm,k(uy), fm,k(vy)).
We bound the distance between fm,k(x) and fm,k(y) by dividing it to three parts, and bound each
part separately (see Figure 1).

‖fm,k(x)− fm,k(y)‖22 = ‖fm,k(x)− projsx(fm,k(x))‖22
+‖fm,k(y)− projsy(fm,k(y))‖22 + ‖projsy(fm,k(y))− projsx(fm,k(x))‖22
& max(‖fm,k(x)− projsx(fm,k(x))‖22 + ‖fm,k(y)− projsy(fm,k(y))‖22

, ‖projsy(fm,k(y))− projsx(fm,k(x))‖22).

We can bound ‖projsy(fm,k(y))− projsx(fm,k(x))‖22 using the following inequality,

‖projsy(fm,k(y))− projsx(fm,k(x))‖22 ≥ ‖fm,k(uy)− fm,k(ux)‖22
−‖projsy(fm,k(y))− fm,k(uy)‖22 − ‖projsx(fm,k(x))− fm,k(ux)‖22.
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We can bound the total length using Lemma A.10, and Inequality (4),

min(k,
√
m) · ‖fm,k(x)− fm,k(y)‖22 & max

(
dm,k(ux, x) + dm,k(uy, y),

dm,k(uy, ux)−O(dm,k(ux, x) + dm,k(uy, y))
)

& dm,k(ux, x) + dm,k(uy, y) + dm,k(uy, ux).

Now we present the proof for Lemma A.9.

Proof: [Proof of Lemma A.9] Let f = αf̂m ⊕ (1 − α)ĝ′m, for all edges in (u, v) ∈ E(Îm), the
following inequality holds,

‖f(u)− f(v)‖1
dm,1(u, v)

=

(
1 +O(

1

k
)

)
‖f(t)− f(s)‖1
dm,1(s, t)

.

Therefore, we can bound expansion of each edge by(
1 +O(

1

k
)

)k
� 1.

Proof: [Proof of Lemma A.10] Without loss of generality assume that ‖x− z‖22 ≤ ‖y− z‖22. Since
square of distances among x, y, z satisfy triangle inequality,

‖x− z‖22 = ‖z − proj(x,y)(z)‖22 + ‖x− proj(x,y)(z)‖22
≤ ‖z − proj(x,y)(z)‖22 −

〈
x− proj(x,y)(z), y − proj(x,y)(z)

〉
≤ 2‖x− proj(x,y)(z)‖22.
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